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Misleading content is a threat to humans 



Misleading content is a threat both to humans and machines

"image : Flaticon.com". This cover image was designed using resources from Flaticon.com

It was
descreasing

What was 

the trend in 

gun deaths 

after 2005?



NLP Fact Checking

NLP Fact-Checking relies on (Counter)-Evidence

Trusted KBClaim

Evidence Retrieval

Claim

Sydney is 

the capital of 

Australia.

(Counter-)

Evidence
Claim

(Counter-)

Evidence

Canberra is 

the capital of 

Australia.

Veracity Prediction
The evidence 

contradicts the claim.

(Counter-)

Evidence

Claim

Hydroxychloroquine 

cures COVID-19.
?

Verdict
False

(Initially) no contradicting

evidence exists.

NEI



Debunking is complex!

“Hydroxychloroquine cures COVID-19.”

COUNTER

EVIDENCE
This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is 

a sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is a 

sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is a 

sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is a 

sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. This is a 

sentence. This is a sentence. This is a sentence. This is a sentence. This is a sentence. 

WHO

CONTACT

- From 2005

- Different Virus

- In vitro

PROOF



Research on fact-checking only partially considers context

Why was it believed to 
be true?

Why is the alternative 
correct?

What makes the claim false?

Lewandowsky et al., (2020)

HOW?

The goal is to stop people from believing false claims

AFC focuses on this

The very important 

but less studied part



Visual misinformation is dominating the space

80% of the claims are  multimodal

Figure taken from  Dufour et al. (2024).

Now   

Figure taken from  Dufour et al. (2024).

Before



Missci: Reconstructing the Fallacies in Misrepresented Science
Max Glockner, Yufang Hou, Preslav Nakov and Iryna Gurevych. ACL 2024.

Grounding Fallacies Misrepresenting Scientific Publications in 

Evidence
Max Glockner, Yufang Hou, Preslav Nakov and Iryna Gurevych. NAACL 2025.



We need to assess a claim based on its sources

Hydroxychloroquine is a cure for COVID-19.

Cites a scientific 

publication

Detect applied 

fallacies

Automated Fact 

Checking

Automated Fallacy 

Detection

No counter-evidence Insufficient surface 

information



Paraphrased content of the misrepresented publication

Accurate Premise: Chloroquine reduced infection of the coronavirus.

In
p
u
t

In
p
u

t
We propose to reconstruct the fallacious arguments

Hydroxychloroquine is a cure for COVID-19.

T
a
s
k

Support

Fallacious Premise 2: SARS-CoV-1 and SARS-

CoV-2 are both coronaviruses. Therefore, they can 

be treated the same way.

False 

Equivalence

Fallacious Premise 1: The results can be 

transferred to humans because the human body 

consists of cell structure.

Fallacy of 

Composition

Fallacy Context 1: The study

used cell cultures for their experiments.

Fallacy Context 2: The study

was conducted on SARS-CoV-1.



We create Missci based on fact-checking articles

Collect

Rely on expert-

written fact-checking 

articles.

8,695 linked 

documents in

527 fact-checking 

articles

Select

Manually identify all 

cases in which a 

scientific publication 

is misrepresented.

208 links to 

misrepresented 

scientific 

publications from

150 fact-checking 

articles

Reconstruct

Manually reconstruct 

the fallacious 

arguments guided by 

the fact-checking 

article.

184 arguments

435 necessary 

fallacious reasoning 

steps

Link

Consolidate passage 

annotations

114 Arguments

694 Passages

2,257 Labels

Cohen’s κ: 0.602

Retrieve

Use IMS (Wright et al., 

2022) to preselect 

relevant passages.

Ranked Passages

Fallacy Context

IMS Ranker

Passage
Passage

Passage

Missci MissciPlus



Locating the required passages is challenging

Type Model

Term frequency BM25

Sentence 

Transformer

SBERT (Reimers et al. 2019)

PubMedBERT ST (Deka et al. 2022)

BioBERT ST (Deka et al. 2022)

SapBERT ST (Deka et al. 2022)

INSTRUCTOR (Su et al. 2022)

SPICED (IMS) (Wright et al. 2022)

mAPP@1

Scientific Fact-

Checking 

(DeBERTaV3)

SciFact (Wadden et al. 2020)

CovidFact (Saakyan et al. 2020)

HealthVer (Sarrouti et al. 2021)

All Scientific Fact-Checking

Task:

Given the claim and all passages of the 

misrepresented publication:

Accurate Premise:

Chloroquine reduced 

infection of the 

coronavirus.

Hydroxychloroquine is 

a cure for COVID-19.

What is the claim 

based upon?

Fallacy Context 1: The 

study used cell cultures 

for their experiments.

Fallacy Context 2: The 

study was conducted on 

SARS-CoV-1.

What content 

points to fallacies?

0.547

0.400

0.440

0.547

0.480

0.573

0.587

0.496

0.520

0.489

0.491

0.504

0.541

0.524

0.360

0.380

0.368

0.306

0.603

0.517

0.608

0.608



Predict the fallacy class of the fallacious premises

Simplified Task: 

Predict the applied fallacy class when the 

fallacious premise is provided.

Explore prompts containing:

Definition, Logical Form, Example

Example: Fallacy of Composition

Definition:

Inferring that something is true of the whole from the 

fact that it is true of some part of the whole.

Example:

Hydrogen is not wet. Oxygen is not wet. Therefore, 

water (H2O) is not wet.

Logical Form:

A is part of B. A has property X. Therefore, B has 

property X.
Both evaluated LLMs 

perform decently.



Has a tendency to 

know the veracity

Evidence biases the LLM to believe the claim is true

Knowledge LLM True False NEI

Parametric 

Knowledge

Llama 2 (70B) 1.6 61.1 37.3

Llama 3 (8B) 0.0 86.9 2.4

GPT 4 0.0 85.3 14.7

GPT 3.5 1.2 71.0 28.2

Misinformation 100 True claims 

CovidFact HealthVerMissci

Now considers 

claims correct!

True False NEI

34.7 22.3 41.3

20.0 43.3 14.3

59.0 23.0 17.3

46.7 17.3 35.7

RAG Style Llama 2 (70B) 23.8 61.5 12.7

Llama 3 (7B) 44.4 53.2 2.4

GPT 4 27.4 34.1 38.5

GPT 3.5 38.9 31.7 29.0

58.7 29.7 10.7

80.3 16.3 3.3

55.0 4.0 41.0

78.0 5.3 16.0



Conclusion

Bridge the gap between automated fact-

checking and fallacy detection.

Evidence from the misrepresented 

publication biases the LLM to believe the 

claim is true.

Novel formalism to combat real-world 

misinformation

Sufficient data

Realistic 

scenario

Novel benchmark to test critical reasoning 

abilities of LLMs



“Image: Tell me your story!” Predicting the original meta-context 

of visual misinformation
Jonathan Tonglet, Marie-Francine Moens, and Iryna Gurevych. EMNLP 2024

COVE: COntext and VEracity prediction for out-of-context images
Jonathan Tonglet, Gabriel Thiem, and Iryna Gurevych. NAACL 2025



We need to identify the original context of images

This is an image of 
Coronavirus victims in 

China
Claim is true/false

The image was taken 
in Frankfurt [...]

Image contextualization is an important component of human fact-checking

To detect check-
worthy images

To detect out-of-
context images

To write convincing 
debunking articles

To engage in pre-
bunking 

communication

Verdict prediction

Traditionally we focus on …

Image 
contextualization

Instead, let’s focus 
on …



We contextualize images with the 5 Pillars framework

This is an image of Coronavirus 
victims in China

Was the 
image used 

before?

Who is the 
source?

When was 
the image 

taken?

Where was 
the image 

taken?

Why was the 

image taken?

YES

Reuters

March 24th, 
2014

Frankfurt, 
Germany

To report on 

an art project

Let’s find out the original context 
of this image!

The 5 Pillars framework was introduced by FirstDraft in Urbani (2019).



Human fact-checkers use many tools 

Reverse 
Image Search

Matching web images Web page content

Satellite 
Imagery

Sun Angle 
Analysis

Weather 
Analysis

Street
Imagery

Tools for geolocation and chronolocation

Standard tools

Standard 
Image Search

Keyword 
extraction

"image : Flaticon.com". This cover image was designed using resources from Flaticon.com



We create the real-world 5Pils and 5Pils-OOC datasets

● Collect images and labels from  fact-checking articles

○ 1676 images

○ Manipulated, fake, and out-of-context images

○ Strong representation of Eastern Africa and South Asia contexts

● Extract ground truth context labels from the articles with GPT4

● Ground truth labels are validated by human annotators (97.6% correct)

● Only suitable for image contextualization

5Pils

5Pils-OOC

● Subset of 5Pils

○ 624 images, 624 out-of-context captions, 624 true captions

○ False claim: extracted from the article with GPT4

○ True claim: generated based on the date, location, and motivation labels with GPT4

● Additional context labels: People, Things, and Events

● Suitable for image contextualization and verdict prediction 



COVE: improving contextualization for out-of-context images
C

O
V

E

Provenance

Source

Date

Location

Few- and 
zero-shot 
prompting

Reverse image 
search

Wikipedia entities 
retrieval

Direct image 
search

Automated 
captioning

This is an image of 
Coronavirus victims in China

Knowledge gap 
completion

Motivation

People

Things

Event

"image : Flaticon.com". This cover image was designed using resources from Flaticon.com



Main challenge: accurate and reliable evidence retrieval 

Source 
(Meteor)

baseline 0.3

COVE 0.6

Date 
(Delta)

1.8

7.0

Location
(Coordinates Delta)

21.8

28.9

Motivation 
(Meteor)

3.0

15.1

People 
(F1)

12.8

20.5

Things
(Meteor)

4.9

7.2

Event 
(Meteor)

4.8

9.4

Tigrayan forces claim 

to capture new town 

of Kombolcha

Location: Kombolcha

Location: Road to Abi Adi

First error category (33%)
Incorrect wikipedia entities

Second error category (14%)
Incorrect web evidence

June 2011 
Christchurch 
earthquake

Location: 
Christchurch

Location: Kathmandu

"image : Flaticon.com". This cover image was designed using resources from Flaticon.com



COVE: combining context and verdict prediction

"image : Flaticon.com". This cover image was designed using resources from Flaticon.com

NewsCLIPpings
(synthetic dataset)

Accuracy Macro-F1

RED-DOT 90.3 90.3

AITR 93.5 93.5

SNIFFER 88.4 88.3

COVE 87.9 87.9

5Pils-OOC
(real-world dataset)

Accuracy Macro-F1

46.8 46.7

52.6 48.4

56.3 51.9

56.7 56.4



Conclusion

Novel task: automated image 

contextualization

Better evidence retrieval on the open web 

is the main challenge for future work

More experiments, results and analysis in 

the papers!

Novel datasets based on real-world fact-

checking articles



Protecting multimodal large language models against misleading 

visualizations
Jonathan Tonglet, Tinne Tuytelaars, Marie-Francine Moens, and Iryna Gurevych. arXiv preprint.



A tale of global warming…



Your Turn: What is wrong with this chart?



Source: Khan Academy [link]

"image : Flaticon.com". This cover image was designed using resources from Flaticon.com

Wait a minute … that’s fishy

https://www.khanacademy.org/humanities/world-history-project-ap/xb41992e0ff5e0f09:unit-2-networks-of-exchange/xb41992e0ff5e0f09:2-0unit-2-overview/a/read-project-x-a-guide-to-reading-charts-ap


A better way to display the same data

Source: https://grist.org/article/2013-marked-the-thirty-seventh-consecutive-year-of-above-average-temperature/



What are misleading visualizations?

A chart or visualization is misleading if 
its design leads to wrong interpretations

of the underlying data



RQ#1: How vulnerable are Multimodal LLMs to misleaders?

"image : Flaticon.com". This cover image was designed using resources from Flaticon.com

● 18 multimodal LLMs

○ Commercial and non-commercial 

○ chart-specialized and general-purposed

● Task: chart question-answering

○ Why? It is the standard task to evaluate the chart comprehension 

abilities of both humans and AI models 

● 143 instances

● 17 types of misleaders

○ Sourced from

■ CALVI (Ge et al., 2023)

■ CHARTOM (Bharti et al., 2024)

■ Real-world cases (Lo et al., 2022)

Misleading visualizations Non-misleading visualizations

● 124 instances

○ Sourced from

■ CALVI (Ge et al., 2023)

■ CHARTOM (Bharti et al., 2024)

■ VLAT (Lee et al., 2017)

● And the common benchmark  ChartQA

○ 2500 instances



Multimodal LLMs are vulnerable to misleading visualizations



RQ#2: How to mitigate the negative effects of misleaders?



Two methods stand out: table-based QA and chart redrawing



Conclusion

Multimodal LLMs are very vulnerable to 

misleading visualizations

Table-based QA and redrawing the chart 

are the most effective correction methods

An exciting and open new research 

problem, with future works on the way 

Dedicated mitigation methods are needed 

to protect them



Misleading content is a threat to humans

Misrepresented science 

https://factly.in/image-of-xiamen-university-malaysia-xmum-is-shared-as-that-of-aiims-bilaspur/

Pictures



Misleading charts

Misleading content is a threat both to humans and machines

"image : Flaticon.com". This cover image was designed using resources from Flaticon.com

We need special debunking methods!



Concluding remarks and future research

● Automating image fact-checking is 
not only about detecting false 
claims, it is also reconstructing the 
true context of the image
○ challenging task
○ evaluation frameworks should 

take into account both 
objectives

● Many opportunities for research on 
retrieval-augmented and tool-based 
LLMs for image contextualization

Misrepresented science

● LLMs have limited critical reasoning 
abilities when it comes to fallacious 
scientific arguments

● LLMs tend to consider false claims 
as correct when they are based on 
misrepresented scientific 
publications

● Opportunities for future research 
include synthetic data generation 
and extension to other scientific 
domains

Pictures



Misleading charts

Concluding remarks and future research

"image : Flaticon.com". This cover image was designed using resources from Flaticon.com

● MLLMs are vulnerable to misleading charts
○ This weakness can be exploited by malicious actors to 

propagate disinformation
○ It is urgent to tackle this blind spot in automated chart 

understanding research
● This is a new, open, and vast problem, with many possibilities for 

future research
○ We are lacking training and evaluation datasets
○ We need to understand better why MLLMs are deceived
○ Stronger correction methods
○ We can design AI methods to protect MLLMs and humans
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