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Abstract

Detecting greenwashing in corporate Environ-
mental, Social, and Governance (ESG) reports
presents challenges due to data scarcity and am-
biguity, particularly concerning complex top-
ics like traffic emissions. This paper intro-
duces a machine learning framework to iden-
tify potential greenwashing indicators by ana-
lyzing linguistic patterns and claim substantia-
tion in 150 ESG reports from German DAX
companies, 2020-2023. We evaluate senti-
ment polarity (VADER), linguistic specificity
(ClimateBERT), and internal claim verifica-
tion (Sentence-BERT). Key findings reveal two
complementary signals suggesting areas for
scrutiny: first, an external discrepancy where
high reporting positivity coincides with lower
relative external performance proxy scores (Re-
finitiv Emission Score), identifying specific
firms potentially overstating performance; sec-
ond, an internal inconsistency where low lin-
guistic specificity correlates with weak internal
claim substantiation, indicating potential cheap
talk. While automated external claim verifica-
tion proves difficult, the framework provides
quantitative indicators to help stakeholders pri-
oritize the assessment of ESG reports in the
critical traffic sector.

1 Introduction

Heightened stakeholder demand for corporate Environ-
mental, Social, and Governance (ESG) transparency
has driven a significant increase in sustainability report-
ing. This trend, however, is accompanied by growing
concerns regarding greenwashing – the practice where
organizations portray their environmental performance
more favorably than warranted by their actions (Euro-
pean Securities and Markets Authority, 2023). Evidence
suggests this is a considerable issue, with studies finding
misleading claims prevalent across various markets (UK
Competition and Markets Authority, 2021; Australian
Competition and Consumer Commission, 2023). The
systematic detection of greenwashing is complicated by
the lack of a universally standardized definition and the
scarcity of reliably labeled datasets, which limits the ap-
plicability of conventional supervised machine learning

methods (Calamai et al., 2025). As a result, research in-
creasingly utilizes Natural Language Processing (NLP)
techniques to analyze the extensive textual content of
ESG reports for linguistic and semantic patterns that
might indicate misrepresentation (Bingler et al., 2022;
Vinella et al., 2024).

These detection challenges are particularly pro-
nounced in the context of disclosures related to traffic
and transportation emissions. This area holds crit-
ical importance due to the transport sector’s substan-
tial contribution to global greenhouse gas emissions
(Shukla et al., 2022). Disclosures often involve complex
Scope 3 emissions data (e.g., logistics, business travel,
employee commuting), which are notoriously difficult
to measure, report consistently, and verify externally
(Berthe et al., 2025). This inherent complexity and po-
tential data opacity may provide avenues for companies
to engage in greenwashing within their traffic-related
narratives (Robinson, 2022).

This paper presents and evaluates an ML framework
specifically developed to identify potential greenwash-
ing indicators within these traffic-related disclosures.
We investigate the interplay between sentiment polar-
ity and linguistic specificity, and their relationship to
external performance proxies. Furthermore, we assess
the degree to which specific claims are substantiated
by internal textual evidence using semantic similarity
techniques, while also exploring the practical challenges
associated with attempts at external verification. A key
objective is to understand how linguistic analysis and
claim verification compare and potentially complement
each other in highlighting potential greenwashing risks.
Our aim is not to achieve definitive greenwashing clas-
sification, but rather to provide quantitative, data-driven
indicators that enable stakeholders to prioritize and fo-
cus their scrutiny efforts more effectively.

2 Background and Related Work

Greenwashing often involves the strategic deployment
of language, such as using excessively positive framing
or ambiguous terminology, potentially to divert attention
from unfavorable environmental performance (Delmas
and Burbano, 2011). Indicators commonly associated
with greenwashing include communication that appears
overly positive relative to actual performance, the use of
vague or non-specific language lacking concrete details,
and the presentation of unsubstantiated claims regarding



environmental benefits (European Securities and Mar-
kets Authority, 2023; European Parliament, 2023). The
traffic sector, characterized by its complex and often
difficult-to-verify Scope 3 emissions footprint (Berthe
et al., 2025), represents an area susceptible to such prac-
tices, as highlighted by public controversies involving
the automotive and aviation industries (Robinson, 2022;
Plucinska, 2023).

Existing ML approaches for detecting greenwashing
signals are diverse. Supervised learning methods fre-
quently grapple with the scarcity of labeled data, some-
times employing synthetically generated labels (Vinella
et al., 2024), weak supervision based on aggregated
firm-level scores (Sharma et al., 2024), or requiring sub-
stantial manual annotation efforts (Bingler et al., 2024).
Unsupervised techniques often focus on identifying dis-
crepancies between corporate narratives and external
benchmarks. Common strategies found in the literature
involve comparing report content and tone against quan-
titative ESG performance scores (Chen and Ma, 2024;
Lagasio, 2024), while others analyze alignment with
public discourse, such as media sentiment and topic
coverage (Lipenkova et al., 2023; Zhao et al., 2023).

Common linguistic features analyzed include senti-
ment polarity (Chen and Ma, 2024; Zhao et al., 2023)
and the degree of linguistic specificity versus vagueness
(Bingler et al., 2024; Vinella et al., 2024). Domain-
specific language models, particularly ClimateBERT
(Webersinke et al., 2022), have shown improved ef-
fectiveness in analyzing the specialized vocabulary and
context of climate-related text compared to general mod-
els (Bingler et al., 2024; Trajanov et al., 2023). While
stylistic analysis is relatively common, the systematic
evaluation of internal claim substantiation within reports
seems less explored in the context of greenwashing de-
tection. Automated fact-checking tools like LOKI (Li
et al., 2024) offer potential pathways for external verifi-
cation but face considerable hurdles when applied to the
complex and nuanced nature of ESG claims (Leippold
et al., 2024).

Our work integrates insights from these varied ap-
proaches. We employ a primarily unsupervised frame-
work focusing on quantifiable indicators (positivity,
specificity, internal consistency) tailored specifically to
the traffic domain. We utilize accessible tools, including
ClimateBERT variants and Sentence-BERT, and impor-
tantly, compare derived communication patterns against
an external performance proxy.

3 Methodology

Our analysis is based on a corpus of 150 English-
language ESG reports collected from German DAX
companies for the years 2020 through 2023. Text was
extracted from PDF documents using the Kreuzberg
tool, chosen for its ability to produce cleaner textual out-
put suitable for NLP tasks compared to some standard
libraries. A multi-pipeline framework was implemented
to analyze disclosures related to traffic emissions.

1. Filtering Traffic-Related Content: The core anal-
ysis focused on relevant text segments identified through
a sequential filtering process applied to 500-character
chunks (with a 20-character overlap, intended to pre-
serve context across boundaries). First, the Climate-
BERT Detector model (Bingler et al., 2024) classified
chunks based on climate relevance, retaining those ex-
ceeding a confidence score threshold of 0.5. Second,
these climate-relevant chunks were further filtered using
a custom-developed traffic lexicon (keywords including
’fleet’, ’electric vehicle’, ’transport’, ’fuel’, ’logistics’,
’business travel’, ’commuting’, ’aviation’, ’shipping’) to
isolate segments specifically discussing traffic-related
issues. This filtering cascade aimed to focus the analysis
efficiently on the most pertinent text passages.

2. Language Analysis Module: This module evalu-
ated the stylistic properties of the filtered chunks. Lin-
guistic specificity was assessed using the ClimateBERT
Specificity model (Bingler et al., 2024), classifying
each chunk as either ’specific’ (containing concrete data,
metrics, or detailed actions) or ’non-specific’ (general,
vague statements). The proportion of ’specific’ chunks
per document was calculated to derive a document-level
Specificity Score (0-100). Sentiment polarity was deter-
mined using VADER (Hutto and Gilbert, 2014), selected
for its capability to handle contextual nuances like nega-
tion and intensifiers found in narrative text. The average
VADER compound score across a document’s filtered
chunks was linearly transformed into a Positivity Score
(0-100 scale, where 50 indicates neutrality).

3. Claim Verification Module: This module ex-
amined the substantiation of claims. For internal ver-
ification, potential claim sentences (identified heuris-
tically via modal/assertive keywords + traffic terms)
and potential proof sentences (identified via evidence-
related keywords) were extracted. Sentence-BERT
(Reimers and Gurevych, 2019), specifically the efficient
all-MiniLM-L6-v2 model, generated embeddings
for claims and proofs. Cosine similarity was computed
between each claim and all potential proof sentences
from the same report. The highest similarity score to a
non-identical proof sentence was considered the mea-
sure of internal support. An average Internal Claim
Score (0-100) per document summarized this semantic
coherence. While pragmatic, these heuristic extraction
steps influence the inputs to the similarity assessment
and represent a known limitation. For external verifica-
tion, a limited, exploratory analysis was performed on a
small set of claims (prioritizing those with low internal
scores) using the public LOKI web interface (Li et al.,
2024) to investigate the feasibility and challenges of
automated web-based verification.

4. Performance Proxy: We utilized the Refini-
tiv Emission Score (0-100), accessed via the Refinitiv
Eikon database, as an external proxy for corporate envi-
ronmental performance. This score was chosen due to
its focus on emissions within the broader ESG context,
its consideration of Scope 1-3 emissions data (though
not specifically isolating traffic), and its methodology



Figure 1: Average Number of Traffic-Related Chunks
Identified per Company (Sorted Low to High).

Figure 2: Distribution of Internal Claim Verification
Scores (Individual Claim-Proof Pairs).

which integrates company disclosures with external con-
troversy screening, offering a relatively comprehensive
benchmark available for this study (LSEG Data & Ana-
lytics, 2024).

5. Analysis: The core analysis involved calculating
correlations (Pearson, Spearman) between the company-
level average indicators (Positivity, Specificity, Claim
Score, Refinitiv Score). Visual discrepancy analysis
using scatterplots was employed to identify specific
companies exhibiting patterns potentially indicative of
greenwashing risk relative to the observed trends.

4 Results
4.1 Reporting Intensity and Linguistic Style
The analysis revealed substantial variation in the ex-
tent to which companies elaborated on traffic-related
climate issues. Figure 1 illustrates the wide range in the
average number of filtered, relevant text chunks per com-
pany, with firms in transport-intensive sectors generally
providing more content, though significant intra-sector
variation exists. This variability in reporting intensity af-
fects the statistical robustness of metrics for companies
with minimal relevant text.

On average, the linguistic style within these disclo-
sures tended towards positive sentiment (mean Positivity
Score 70.5) and moderate specificity (mean Specificity
Score 65.4%). Importantly, no statistically significant
correlation was found between a company’s average
positivity score and its average specificity score, sug-
gesting these represent largely independent dimensions

Figure 3: Internal Consistency: Avg Specificity vs. Avg
Claim Score. Bottom-left (red) suggests potential incon-
sistency.

of communication style in this context.

4.2 Internal Claim Verification
The internal claim verification assessed semantic simi-
larity between identified claims and potential supporting
sentences within the same document. The distribution
of individual claim-proof similarity scores (Figure 2)
was centered around a mean of 62.0 (0-100 scale). This
suggests that, typically, claims found moderately related
textual evidence within the report. However, the broad
distribution of scores indicates varying degrees of in-
ternal substantiation, with some claims finding strong
semantic links while others lacked clear support.

4.3 Correlation Analysis and Discrepancies
Analysis of company-level average indicators over the
2020-2023 period revealed significant relationships:

Internal Consistency Signal: A statistically signif-
icant, moderate positive correlation was observed be-
tween Average Specificity and Average Internal Claim
Score (Spearman rho=0.310, p=0.036; Pearson r=0.363,
p=0.013). This key finding indicates that companies
employing more specific and detailed language in their
traffic disclosures also tend to exhibit stronger internal
semantic coherence, meaning their claims are better sup-
ported by other statements within the report (visualized
in Figure 3). This linkage between linguistic style and
internal evidence provides a measurable indicator of
reporting consistency.

External Alignment Signal: Average Positivity
showed a significant positive correlation with the
Average Refinitiv Emission Score proxy (Spearman
rho=0.332, p=0.024; Pearson r=0.472, p=0.001). On
average, companies assessed as having better emissions
performance (via the proxy) tended to use more positive
language in their traffic-related sections. No significant
correlations were found between Specificity or Claim
Score and the Refinitiv score. Analyzing discrepan-
cies from the main Positivity-Refinitiv trend is crucial
here. Figure 4 identifies companies (marked with red



Figure 4: External Discrepancy: Avg Positivity vs. Avg
Refinitiv Score. Upper-left (red circles) flags potential
risk.

circles: Delivery Hero, Dt. Wohnen, E.ON, Covestro,
Puma, Siemens Energy) situated in the upper-left area,
characterized by high reporting positivity despite lower
relative performance proxy scores. This pattern aligns
with theoretical greenwashing risk profiles (Delmas and
Burbano, 2011). Siemens Energy exhibited the largest
positive deviation from the overall trend line.

5 Discussion

The framework applied in this study provides quanti-
tative indicators and reveals communication patterns
that can aid in the systematic identification of potential
greenwashing risks within the challenging domain of
traffic-related ESG disclosures.

A key finding is the significant positive correlation
between linguistic specificity and internal claim substan-
tiation, serving as an informative internal consistency
check. Reports characterized by both vague language
(low specificity) and weak internal support for claims
(low internal claim score) – corresponding to the bottom-
left quadrant in Figure 3 – represent a pattern suggesting
potential concern. This combination might indicate in-
stances of cheap talk, where commitments are stated
vaguely or lack concrete detail and verifiable ground-
ing within the report itself. Identifying such internal
inconsistencies allows analysts to focus attention on dis-
closures that appear potentially insubstantial or poorly
documented.

The analysis of external alignment revealed that
higher reporting positivity, on average, correlated with
better assessed performance according to the Refini-
tiv Emission score proxy. This suggests that positive
communication is not solely the domain of poorer per-
formers. However, the true value lies in identifying
deviations from this general trend. Companies exhibit-
ing high positivity relative to their performance proxy
score (upper-left area in Figure 4) display a pattern
consistent with established definitions of greenwashing
risk (Delmas and Burbano, 2011) – potentially creat-
ing an impression of sustainability leadership not fully

matched by the external benchmark. While acknowl-
edging the proxy’s limitations, this discrepancy analysis
provides a data-driven basis for flagging specific compa-
nies (e.g., those marked red, and particularly the largest
deviator, Siemens Energy) whose optimistic framing
merits closer qualitative investigation.

Importantly, these two signals – internal inconsis-
tency and external discrepancy – offer complementary
diagnostic perspectives. A report might be flagged by
one signal but not the other. Using both allows for a
more comprehensive risk assessment. For instance, a
report could be internally coherent but externally mis-
aligned, or vice versa. This multi-signal approach en-
hances the ability of stakeholders (investors, regulators,
researchers) to prioritize their limited resources, direct-
ing in-depth qualitative analysis and verification efforts
towards the reports and companies exhibiting the most
salient risk indicators. Effective use of these signals
can streamline the otherwise daunting task of evaluating
large volumes of ESG reporting.

The research also highlights persistent methodologi-
cal challenges. NLP models for specificity or sentiment
analysis are not infallible and can misinterpret context,
particularly in formal reporting language. Heuristic
methods for filtering content or extracting claims, while
computationally efficient, inherently limit precision and
recall. The exploratory external verification using LOKI
confirmed substantial difficulties in reliably automating
fact-checking for nuanced ESG claims via standard web
search; the tool struggled with context, comparative lan-
guage, and source reliability, limiting the utility of its
outputs without careful manual validation. These limi-
tations underscore that automated tools are best viewed
as aids to, rather than replacements for, critical human
analysis.

Despite these limitations, the framework provides
a valuable advancement by offering structured, data-
driven indicators. It moves the assessment of report-
ing credibility beyond subjective interpretation towards
identifying specific, quantifiable patterns associated
with potential greenwashing risk in the critical domain
of corporate traffic emissions reporting.

6 Conclusion

This research developed and evaluated a machine learn-
ing framework to identify potential greenwashing in-
dicators in traffic-related ESG disclosures. By analyz-
ing linguistic style (positivity, specificity) and internal
claim substantiation, and correlating these with an exter-
nal performance proxy, we identified two complemen-
tary signals meriting further scrutiny: 1) Internal incon-
sistency (low specificity combined with weak internal
claim support), potentially indicating cheap talk, and 2)
External discrepancy (high reporting positivity relative
to assessed performance). These quantitative indicators
provide stakeholders with a data-driven methodology to
prioritize the assessment of reporting credibility, con-
tributing to efforts towards greater transparency and



accountability in this vital sustainability domain.

Limitations
The findings should be interpreted considering several
limitations. Scope and Data: The analysis focused
on English-language reports from German DAX com-
panies (2020-2023) and specifically on traffic-related
disclosures, limiting broader generalizability. The lack
of a standardized, labeled greenwashing dataset neces-
sitated using proxy indicators. A key limitation is the
reliance on the Refinitiv Emission Score as an external
performance proxy. This score reflects overall corporate
emissions performance and is not specific to traffic-
related activities. Comparing communication patterns
within the traffic domain to this aggregate score assumes
a degree of correlation between general performance
and specific reporting, an assumption which requires
caution as traffic-specific trends might diverge. Further-
more, any ESG score represents a specific assessment
methodology with its own potential biases. Methodol-
ogy and Tools: Standard PDF-to-text conversion poten-
tially introduced noise and missed non-textual informa-
tion. Resource constraints led to heuristic methods for
filtering and claim/proof identification, impacting pre-
cision/recall. The accuracy of employed NLP models
(e.g., ClimateBERT Specificity, VADER) affects result
reliability. Sentiment analysis tools may misinterpret
neutral technical language. Verification Challenges:
Internal claim scores reflect semantic similarity based on
heuristically extracted sentences, not guaranteed factual
accuracy. Exploratory external verification using the
public LOKI interface revealed significant limitations in
reliably assessing specific, complex ESG claims against
web data due to issues with context, source evaluation,
and reasoning capabilities. Conceptual Ambiguity:
Defining and operationalizing greenwashing remains
inherently challenging, limiting objective measurement.
The identified indicators signal risk, not definitive proof
of intent.

Future Work
The implementation of the EU’s Corporate Sustainabil-
ity Reporting Directive (CSRD), mandating standard-
ized, machine-readable formats (XHTML/iXBRL) and
detailed Scope 3 data (European Parliament and Council
of the European Union, 2022; European Commission,
2023), offers significant opportunities. Future research
should leverage these formats to potentially overcome
current text extraction issues and enable more robust
analysis of granular data. Applying this framework to
CSRD reports will allow investigation into whether re-
porting patterns evolve under this stricter regulation.

Methodological advancements could involve replac-
ing heuristic steps with more sophisticated NLP tech-
niques for claim extraction (cf. Stammbach et al., 2022)
and contextual filtering, possibly using semantic topic
modeling. Refining specificity analysis (e.g., distin-
guishing numerical vs. qualitative detail) could yield

richer insights. Addressing the challenge of reliable
external verification remains crucial, likely requiring
integration of curated authoritative databases or domain-
specific knowledge graphs, moving beyond generic web
search tools. Expanding this analytical approach to other
sectors, regions, and ESG topics will further contribute
to understanding and enhancing corporate sustainability
reporting credibility.
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