ETH i

ENTITY DISAMBIGUATION

Thomas Miiller , the midfielder of Germany , scored one goal

against Brazil inthe final ofthe cup .
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Clean and effective solution tor Entity Disambiguation

Contributions:

v Rigorous probabilistic semantics for ED.

v No engineered features. Model explains ob-
served sufficient statistics.
v Very fast training - scalable to massive data.

4 Sufficiently fast prediction method for real-
time usage.

v Easy to reproduce.
4 Competitive/state-of-the-art performance.
v Generalizes well on different unseen datasets.
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e Strong baseline: e = argmax, ¢ P(e;|m;)
e Estimated from Wikipedia + Crosswikais:

# links with m that point to e

P ~
(e\m) # links with anchor m

PROBABILISTIC BAG-OF-HYPERLINKS MODEL FORENTITY LINKING

OCTAVIAN-EUGEN GANEA - MARINA GANEA - AURELIEN LUCCHI - CARSTEN EICKHOFF - THOMAS HOFMANN
WWW 16, Proceedings of the 25th International Conference on World Wide Web
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Thomas Miiller, the midfielder of Germany , scored one goal
against Brazil in the final of the cup.

e Context = text window around mention
e Bag-of-words context: P(cle) =[], .. P(wle)

#times w 1n context of link to e
P(wle) =~

#words surrounding links to e

e Bayes’ rule (conditional indepence: ¢ Il m | e):

P(elm,c) o< P(elm)P(cle) = P(e/m) H P(wl|e)
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P(elm) = Z(lrn) e Z Peim; T+ Z Aeie;

1<i<n 1<1<y<n

e [everage entity - entity co-linking statistics:

#articles have links to e and ¢’
#articles

P(e,e') =

e Markov Random Field factorization =
plug-in estimators for p, A (see above figure)

PROBABILISTIC BAG OF HYPERLINKS MODEL (PBOH)
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Candidate selection: Inference:

e First, top 64 based on P(e|m) e MAP inference w/ Loopy Belief Propagation:

e” = arg max P(e/m, c)

e Then, top 10 based on P(e|m,c). e
e mn

e FFast empirical convergence (typically < 3 iterations, 400ms/doc)

INCREMENTAL ACCURACY EXPERIMENTS (SEE PAPER)

Datasets e On Gerbil platform of [1]:
CoNLL test A | CoNLL test B

: — State-of-the-art performance on

Baselines R@MI|R@MA ||R@MI|R@MA
11/14 datasets
Mention-Entity 09.73 | 69.30 || 67.98 | 72.75 |
Joint Uncalibrated|| 69.77 | 69.95 |[75.87 | 75.12 | - 2nd beston 2/14 datasets
Joint Calibrated || 75.09 | 74.25 || 74.76 | 78.28 < — 10 state-of-the-art competitors
[.ocal Context 82.50 | 81.56 || 85.46 | 84.08 o Ver ood eeneralization perfor-
PBoH 85.53 | 85.09 || 87.51 | 86.39 Y B99C 5 P
mance across many datasets

e Works also for short texts (e.g.
micro-blog posts)

FUTURE RESEARCH

e Alleviate data sparseness using low-dimensional

. : e More experiments in the paper
entity vector representations p pap

e Joint mention detection and entity disambiguation
w/ deep representations
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